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Systems designed by humans which, given a complex goal, act in their 
environment (physical or digital) by perceiving this environment through data 
acquisition, interpreting the collected structured or unstructured data, 
reasoning about the knowledge derived from this data, and deciding the best 
actions to take.



• Reality: Privacy, bias, the possibility of 
manipulation and exhaustive surveillance, 
responsibility, sustainability, and technological 
monopoly are real true problems now.

• We need companies and public powers with 
ethical and moral codes, and more and better 
informed and critical citizens.​



EU Parliament’s priority is to make sure that AI systems 
used in the EU are safe, transparent, traceable, non-
discriminatory and environmentally friendly

2021

Article 28b(2)(d) required providers of foundation models 
to adhere to standards for reducing energy and resource 
use, improving energy efficiency, and enabling 
measurement and logging of environmental impact

2019

2023

2024

https://www.europarl.europa.eu/news/en/press-room/20230505IPR84904/ai-act-a-step-closer-to-the-first-rules-on-artificial-intelligence






Training:
• 1.300.000kWh
• 552 ton. CO2
• 700.000 l. water

 

Access January 2023:
• 590 milions  

Annual energy consumption of 126 houses in 
Denmark

700.000 km

Electricity consumption of 175,000 
people



The GPUs to train GPT-3 consumed 1,300 megawatt-hours of electricity

• Use of 1,450 American homes per month

Carbon emissions of the computing industry, with AI at the helm, are greater 
than those of the aeronautical industry

Google says AI currently accounts for between 10 and 15% of its energy use, 
2.3 TWh per year.

Google has used 15.8 billion liters of water to maintain the correct 
temperature in its data centers.

The world's data centers consume 416Tw

• 3% of global electricity consumption

• 40% more than the UK's annual consumption

• The electricity demand they require will multiply by 15 between now and 2030, reaching
30% of global energy consumption.

If the trend continues, in 2026 AI consumption will equal that of Japan



MODEL YEAR N. PARAMETERS
(Billions)

TRAINING COST (Dollars)

GPT-2 2019 1,5 50,000 

PaLM 2022 540 (360 times bigger) 8 Milions (160 times more 
expensive)

5,6 M dollars

Costs per million output token
Open AI R1- 60$
DeepSeekR1-2,19$





Big Data

LLMs

GenAI

Huge computing overhead

Accuracy as the only 
objective

Take into account the 
environmental, social and 

economic repercussions of AI

Balanced multidimensional 
assessment

RED AI

GREEN AI



Frugal AI

AI designed to operate efficiently with limited 
resources

PRINCIPLES

Resource efficiency

Low cost

Simplicity

Sustainability

Democratizes AI access for low-resource 
environments



CALCULATING ENERGY AND REPORTING

https://hiili.org
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ALTERNATIVES:

Using less data or features
Smaller and well curated datasets
Improve data quality

HOW?
• Feature selection
• Positive Unlabelled Learning (PU Learning)
• Active / Few-shot learning

Resource restrictions, privacy,..

Reducing acquisition, storage and exploitation costs
Improving data quality

OTHER NEEDS ADDRESSED:

OBJECTIVES:DATA



FEATURE SELECTION. New measures



FEATURE SELECTION. Reduced precision models

Fixed point in Mutual Information-
based  algorithms

LED-500
500 feat, 200,000 samples

GISETTE
5000 features, 6000 samples

3-NN
5-fold cross validation
Friedman test with Nemenyi post-hoc test



PU Learning : Visual explanation with pre-existent 
content

Learning Explaining



average percentages of improvement with respect to 
SOA (ELVis)



NDCG@10



ACTIVE LEARNING FEW-SHOT LEARNING



To develop more sustainable models 

OTHER NEEDS ADDRESSED:

Privacy, Bias, Opacity, Restrictions in resources

WHAT CAN BE DONE?

Using simpler models, with less parameters and lower hardware needs

HOW?

• Green algorithms and low precision models
• Modular Learning and Long-life learning

OBJECTIVES:

LEARNING

Network 
Architecture 
Search (NAS)

Model training

Inference





Xception model trained
from scratch

Classification cats/dogs

Transfer 
6 epochs

Xception from scratch, 20 epochs

Dedicated model from scratch

Transfer models



Marginal performance gains, 
exponential increase in CO2 emissions in training

• Personalization is not for free

• Models should understand, learn and proccess data from many different individual 
users.





More sustainable models







GIJÓN



Model/parameters (no data)



Emissions (gr) for centralized training and federated learning in CIFAR10 and Fashion

MNIST

Ep. Local epochs per clients . IID clients with an equal distribution among all classes



Class-incremental learning 

• Competitive accuracy for resource-constrained environments

• Avoid catastrophic forgetting

• Reduce training time and energy-consumption

 PROPOSAL

• Single-step optimization process

• Compressed buffer mechanism

OBJECTIVES



Class-incremental learning 



Environmental 
sustainability

Democratization, 
reducing needs 
for resources

Possibility of 
working in 

scenarios with 
restrictions

Social dimension: 
Explainability and 

biases. Trust

NEXT AI GENERATION



Amparo Alonso-Betanzos

amparo.alonso.betanzos@udc.es

CITIC-University of A Coruña.

SPAIN


	Diapositiva 1: Empowering AI through frugality
	Diapositiva 2
	Diapositiva 3
	Diapositiva 4
	Diapositiva 5
	Diapositiva 6
	Diapositiva 7
	Diapositiva 8
	Diapositiva 9
	Diapositiva 10
	Diapositiva 11
	Diapositiva 12
	Diapositiva 13
	Diapositiva 14
	Diapositiva 15
	Diapositiva 16: FEATURE SELECTION. New measures
	Diapositiva 17: FEATURE SELECTION. Reduced precision models
	Diapositiva 18: PU Learning : Visual explanation with pre-existent content
	Diapositiva 19
	Diapositiva 20
	Diapositiva 21
	Diapositiva 22
	Diapositiva 23
	Diapositiva 24
	Diapositiva 26
	Diapositiva 27
	Diapositiva 28
	Diapositiva 29
	Diapositiva 31
	Diapositiva 32
	Diapositiva 33
	Diapositiva 34
	Diapositiva 35: Class-incremental learning  
	Diapositiva 36: Class-incremental learning  
	Diapositiva 37
	Diapositiva 38

