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Framing my presentation

FAIR is intended to help machines help people!

Replace time spent in data discovery/manipulation with 
time spent on thoughtful investigation of global data 
and knowledge

IT WORKS!  We can now prove it!

We have also experienced some notable failures…



Start with the Problems:   Measuring FAIRness

Am I FAIR?

How can I know?



2016
Now with ~15,000 citations



The FAIR Guiding Principles…

“This necessitates machines to be capable of 
autonomously and appropriately acting when 
faced with the wide range of types, formats, 

and access-mechanisms/protocols that will be 
encountered during their self-guided 

exploration of the global data ecosystem.”

https://www.nature.com/articles/sdata201618

When I wrote this paragraph, I 
was imagining a Web of data 

discovery and exploration agents



FAIR is, first, a mechanism to guide automated 
agents to discovery of task-relevant data

As a consequence, FAIR is, before all else, about 
metadata.

Notable consequence #1

“This necessitates machines to be capable of 
autonomously and appropriately acting when 
faced with the wide range of types, formats, 
and access-mechanisms/protocols that will 

be encountered during their self-guided 
exploration of the global data ecosystem.”

https://www.nature.com/articles/sdata201618



Creating a Web of data that can be appropriately (re)used by machines 
necessitates specific data publishing behaviors 

These behaviors can be (must be!) concretely described

Software agents then leverage these behaviors to 
find, access, and appropriately reuse the correct data

Notable consequence #2

“This necessitates machines to be capable of 
autonomously and appropriately acting when 
faced with the wide range of types, formats, 
and access-mechanisms/protocols that will 

be encountered during their self-guided 
exploration of the global data ecosystem.”

https://www.nature.com/articles/sdata201618



This means that FAIRness must also be

measurable

by similar automated agents

(i.e. are you providing sufficient metadata, and providing it in a manner 
that can be automatically discovered and interpreted 

to direct an agent to what it needs?)

Notable consequence #3



The FAIR Evaluator

The first fully-automated “agent” for testing 
FAIRness of a resource

Resulted from early pressure (2017) from e.g. 
journal editors who wanted to require FAIRness

https://doi.org/10.1038/s41597-019-0184-5

https://doi.org/10.1038/s41597-019-0184-5
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Motivation for FAIR testing

● FAIR is a set of principles, not a standard

● The narrative is insufficient to 
circumscribe the valid mechanisms to 
achieve the behaviours they describe

Nevertheless, we need to trust claims such as 

“I am FAIR”, or “My data is FAIR”, or “My repository enables FAIR”



http://w3id.org/AmIFAIR

Any stakeholder provides the URL of any 
Digital Object, and ~22 distinct tests of 
“FAIRness” are executed on that Object

http://w3id.org/AmIFAIR


The FAIR Evaluator Harvester

At its core, The Evaluator consists of a “very forgiving” 
metadata harvesting workflow & library



The FAIR Evaluator Tests (example)

Test Workflow:
Explore the harvested metadata for any metadata facet that appears 

to be a reference to a data record 

(there are 18 possibilities that are acceptable)

FAIR Principle F3: metadata explicitly include the identifier of the data it describes



Evaluator usage

~10,000 FAIRness evaluations run using the public version

Several thousand evaluations run using the private version from my company

Executions of individual tests are not monitored, but do occur frequently



As of Aug 2024, there are 
28 independent evaluation, 

assessment, assistance tools

(see list at https://fairassist.org)

The tests used and the results 
given are inconsistent, and 

not comparable

● Mostly questionnaires, few are (semi)automated

● Mostly focused on metadata

● They use distinct, often subjective ways of 
measuring FAIRness 
`

● We lack a set of common, trusted FAIR metrics, 
and their reproducible FAIR tests 

FAIRness is not a competition!
…or is it?



How different can they be?

Comparison of The Evaluator** with F-UJI, on the same Digital Object
(a Catalog record in the Duchenne Parent Project Patient Registry)

20/22 Tests Pass

2/24 Tests Pass

Metrics release v1.0.26





What is “metadata”?



What is “metadata”?

When should links be followed 
to search for metadata, and 
which ones?



What is “metadata”?

When should links be followed 
to search for metadata, and 
which ones?

To what extent must a standard 
be followed?



What is “metadata”?

When should links be followed 
to search for metadata, and 
which ones?

To what extent must a standard 
be followed?

Is it acceptable to mix-n-match 
standards, rather than using 
one that covers everything?



Not even agreement on what 
the Principles mean!



EOSC calls for an investigation of the 
FAIR assessment discrepancies



EOSC FAIR Metrics and Data Quality Task Force

FAIR Metrics and Data Quality TF: 
https://eosc.eu/advisory-groups/fair-metrics-
and-data-quality

FAIR-related 
Task Forces

Co-chair

    Outputs formally approved by 

PHASE 1 (2021-2023) 

Chris Schubert
Head of Data Centre
Climate Change Centre Austria

Co-chair



Three key TF outputs v.v. FAIR Testing

https://doi.org/10.5281/zenodo.7390482

https://doi.org/10.5281/zenodo.7390482


Three key TF outputs v.v. FAIR Testing

https://doi.org/10.5281/zenodo.7390482

https://doi.org/10.5281/zenodo.7390482


Addressing the problem collaboratively, with key stakeholders:

● Creators of all automated FAIR assessment tools came together over 6 sessions
● Included several generalist repository representatives (e.g. Dataverse, Zenodo)
● Discussed the bases for the differences in FAIR assessment
● Identified that metadata discovery and harvesting was approached differently

○ Different expectations, and different levels of “tolerance” between tools
■ what is considered an “error” versus an “acceptable bit of weirdness”

○ This results in different “substrates” that are then submitted to the test

EOSC FAIR Metrics TF “Apples to Apples”
workshops & hackathons (2022-2023) Summary



How metadata harvesting becomes a source of 
discord between the FAIR assessment systems

An exemplar case using Zenodo

Addressing the problem collaboratively, with key stakeholders:

● Creators of all automated FAIR assessment tools came together over 6 sessions
● Included several generalist repository representatives (e.g. Dataverse, Zenodo)
● Discussed the bases for the differences in FAIR assessment
● Identified that metadata discovery and harvesting was approached differently

○ Different expectations, and different levels of “tolerance” between tools
■ what is considered an “error” versus an “acceptable bit of weirdness”

○ This results in different “substrates” that are then submitted to the test

EOSC FAIR Metrics TF “Apples to Apples”
workshops & hackathons (2022-2023) Summary



DOI resolution to metadata

Eventually leads to a “landing page”



Landing page embedded metadata

DOI resolution to metadata



HTML “Typed Links”

Pointers to the data records!  Excellent!!  …but…

DOI resolution to metadata



“If the alternate keyword is used with the type attribute, it indicates that the referenced 
document is a reformulation of the current document in the specified format.”

HTML “Typed Links”

Pointers to the data records!  Excellent!!  …but…

DOI resolution to metadata

https://html.spec.whatwg.org/multipage/links.html#rel-alternate
https://html.spec.whatwg.org/multipage/links.html#attr-hyperlink-type


Many sources of ambiguity

● A metadata harvesting agent has to guess (or be coded to know) what to do with a GUID
● There is partial overlap between the DataCite-sourced metadata and Repository metadata
● The use of typed links is a source of ambiguity due to different interpretations of the spec
● The interpretation of a “landing page” itself is ambiguous (“the current document”?)

○ Some DOIs resolve directly to data, this one resolves to a landing page
○ What, then, does the DOI represent?  The landing page, or the data?
○ What is the interpretation of landing-page embedded metadata?

● There is no consistent way to discover the data***
● There is no consistent way to discover provider-sourced metadata***

○ the most important stuff, IMO!!
● This is one example, with a widely accepted identifier system and a mature repository

○ In the “Wild Web” - the “long-tail” of data publishing - unexpected things happen
○ Testing needs to be applied to all kinds of publishers, with widely different expertise



And that’s how you end up with this!

20/22 Tests Pass

2/24 Tests Pass

Metrics release v1.0.26



How do you resolve fundamental disagreement
among experts?

Hint:  Ignore it!



Three key TF outputs v.v. FAIR Testing

https://doi.org/10.5281/zenodo.7390482

https://doi.org/10.5281/zenodo.7390482


The choice of Signposting for achieving FAIR

With 28 Assessment frameworks there seemed to be 
too much disagreement

(also no incentive to harmonize!)

The solution, therefore, was to “move the goalposts”!

Rather than trying to harmonize the FAIR Assessment tools, 
pick a FAIR publishing solution that tool owners agreed is completely FAIR

Make sure our assessment tools all score that solution in 
exactly the same way

Image courtesy of Patrick Hochstenbach.

https://openbiblio.social/@hochstenbach


FAIR Signposting uses Typed Links

HTML “Typed Links”



Table 1:  Link Relations used by FAIR Signposting

Relation Usage

cite-as A one-to-one relationship between the entity and its globally 
unique identifier

describedby A one-to-many relationship between the entity and all known 
metadata records about that entity

item A one-to-many relationship between an entity representing a 
deposit and the data file(s) it contains.

FAIR Signposting “Level 1”*

These links can appear in:

● The body of the HTML (“Typed Links”)
● The Headers of the HTTP message (“Link Headers”)

Therefore can be used on both Web pages, as well as other non-HTML digital objects

*  a subset of “Signposting”, Van de Sompel & Nelson, 2015: http://doi.org/10.1045/november2015-vandesompel



FAIR Signposting harvesting workflow

I’m showing what we imagine could be done

Some behaviours are already being implemented

Others will no doubt require more extensive changes

Nevertheless, I think there is some “low hanging fruit” that gives 
us some critical early wins, particularly w.r.t. FAIR agents 

and assessment tooling



FAIR Signposting harvesting workflow



Note that we are not dependent on any 
specific identifier resolution, beyond HTTP

FAIR Signposting harvesting workflow



The purpose of the Landing Page is now unambiguous
It is a “broker” pointing at all other entities required in a FAIR record

FAIR Signposting harvesting workflow



Perhaps most importantly, 
there is an unambiguous 
mechanism for discovering a 
data provider’s own contextual 
metadata about the record 
they have deposited

RO
Crate

FAIR Signposting harvesting workflow



We can do the same thing with other kinds of digital objects, 
through HTTP Link Headers

FAIR Signposting harvesting workflow



● We have 78+ Benchmarks
○ positive examples and negative examples

 

● Challenge metadata harvesting workflows
○ to ensure that they are all working in 

exactly the same way

● First step in harmonization of FAIR assessments
○ this is leading towards a governance 

mechanism for FAIR assessment

Most importantly - professionalism!



Work in progress but uptake of signposting has begun!

https://datascience.nih.gov/data-ecosystem/
generalist-repository-ecosystem-initiative

Note that this is being 
considered as the metadata 

infrastructure for the European 
Health Data Space



Returning to this list of ambiguities

● A metadata harvesting agent has to guess (or be coded to know) what to do with a GUID
● There is partial overlap between the DataCite-sourced metadata and Repository metadata
● The use of typed links is a source of ambiguity due to different interpretations of the spec
● The interpretation of the “landing page” itself is ambiguous

○ Some DOIs resolve directly to data, this one resolves to a landing page
○ What, then, does the DOI represent?  The landing page, or the data?
○ What is the interpretation of landing-page embedded metadata?

● There is no consistent way to discover the data***
● There is no consistent way to discover provider-sourced metadata***

○ the most important stuff, IMO!!
● This is one example, with a widely accepted identifier system and a mature repository

○ In the “Wild Web” - the “long-tail” of data publishing - unexpected things happen
○ Testing needs to be applied to all kinds of publishers, with widely different expertise



Returning to this list of ambiguities

● A metadata harvesting agent has to guess (or be coded to know) what to do with a GUID
● There is partial overlap between the DataCite-sourced metadata and Repository metadata
● The use of typed links is a source of ambiguity due to different interpretations of the spec
● The interpretation of the “landing page” itself is ambiguous

○ Some DOIs resolve directly to data, this one resolves to a landing page
○ What, then, does the DOI represent?  The landing page, or the data?
○ What is the interpretation of landing-page embedded metadata?

● There is no consistent way to discover the data***
● There is no consistent way to discover provider-sourced metadata***

○ the most important stuff, IMO!!
● This is one example, with a widely accepted identifier system and a mature repository

○ In the “Wild Web” - the “long-tail” of data publishing - unexpected things happen
○ Testing needs to be applied to all kinds of publishers, with widely different expertise

What are the FAIR evaluation tools actually testing??



Returning to this list of ambiguities

● A metadata harvesting agent has to guess (or be coded to know) what to do with a GUID
● There is partial overlap between the DataCite-sourced metadata and Repository metadata
● The use of typed links is a source of ambiguity due to different interpretations of the spec
● The interpretation of the “landing page” itself is ambiguous

○ Some DOIs resolve directly to data, this one resolves to a landing page
○ What, then, does the DOI represent?  The landing page, or the data?
○ What is the interpretation of landing-page embedded metadata?

● There is no consistent way to discover the data***
● There is no consistent way to discover provider-sourced metadata***

○ the most important stuff, IMO!!
● This is one example, with a widely accepted identifier system and a mature repository

○ In the “Wild Web” - the “long-tail” of data publishing - unexpected things happen
○ Testing needs to be applied to all kinds of publishers, with widely different expertise

In most cases, they are testing the repository!



Is FAIR fulfilling its objectives?

Are we yet supporting the discovery and 
appropriate reuse of data?

What incentive do data providers have to make 
their data FAIR if there’s no access to it?



EOSC Task Force Phase 2

FAIR Metrics and Digital Objects TF: 
https://eosc.eu/advisory-groups/fair-metric
s-and-digital-objects-task-force

FAIR Metrics and Data Quality TF: 
https://eosc.eu/advisory-groups/fair-metrics-
and-data-quality

FAIR-related 
Task Forces

Co-chair

Co-Chair

    Outputs formally approved by 

PHASE 1 (2021-2023) PHASE 2 (2024-2025)

Goals as set by  

- Identify the limitations of the 
current FAIR assessment v.v. 
testing repositories vs. data

- Identify issues on data privacy, 
considering data usage 
(machine-actionable data 
usage policies) and licensing

- Examine how provenance is 
being handled in federated 
environmentsElli Papadopoulou, 

Athena Research Center



EOSC Task Force Phase 2

FAIR Metrics and Digital Objects TF: 
https://eosc.eu/advisory-groups/fair-metric
s-and-digital-objects-task-force

FAIR-related 
Task Forces

Co-chair

Co-Chair

PHASE 2 (2024-2025)

To what degree is FAIRness making 
a difference at all, v.v. 

the reuse of data?

Is there hope on the horizon?

Elli Papadopoulou, 
Athena Research Center



As of Aug 2024, there are 
28 independent tools 

(evaluation, assessment, 
assistance tools, see list at 

https://fairassist.org

The tests used and the results 
given are inconsistent, and 

not comparable

● Mostly questionnaires, few are (semi)automated
● They use distinct, often subjective ways of 

measuring FAIRness 
● We lack a set of common, trusted FAIR metrics, 

and their reproducible FAIR tests 

Along with a common set of  
metrics/tests, we also need a governance 
model to review and adopt new ones, to 
ensure quality, relevance,  value and trust 

Can we prevent the situation from getting worse?



 European Union’s Horizon Europe framework programme under grant agreement No. 101130187

Delivering the Commons to Plan-Track-Assess research in EOSC
(Started in January 2024)

Natalia Manola
CEO OpenAIRE



The contribution of the EOSC OSTrails project 

FAIR Metrics 
and Tests co-lead

FAIR Metrics 
Governance co-lead

(2024-2027)

FAIR Metrics and Assessment 
Workpackage:

● Operationalize the decisions of the EOSC Task Forces
● Harmonize FAIR Assessment environment through 

standards and APIs
● Design and publish metrics and tests for a range of digital 

objects beyond “data”, as well as domain-specific 
assessments

● Provide clarity around the terminology of assessment
● Professionalize the FAIR assessment ecosystem through 

good governance

Susanna-Assunta Sansone
University of Oxford, UK



Harmonize through standards and APIs

https://github.com/OSTrails 

https://github.com/OSTrails


FAIR Assessment - component terminology

https://github.com/OSTrails 

https://github.com/OSTrails


Benchmark Signposting Test Suite for the 
FAIR Champion* FAIR Assessment Tool

*FAIR Champion is the evolution of the FAIR 
Evaluator, that will be compliant with the OSTrails 
APIs and standards https://github.com/OSTrails 

Governance and 
Professionalism:

ensure that all FAIR 
tests comply with the 

standards

https://github.com/OSTrails


Things will get better soon!



End with Success Stories: FAIR works!*

Two examples:

Rare Diseases

Seed Banking

* with some important caveats



An example of a successful 
large-scale FAIRification initiative

The European Joint Programme on Rare Diseases
(EJP-RD)



Yanis Mimouni, 2021.  https://vascern.eu/wp-content/uploads/2021/10/20211008_EJP-RD_presentation_VASCERN.pdf



Yanis Mimouni, 2021.  https://vascern.eu/wp-content/uploads/2021/10/20211008_EJP-RD_presentation_VASCERN.pdf

Challenge:  Make it all FAIR

…but how?



Step 1 - Focus on Metadata
that answers the question: 

“What kind of data does this partner have”?

EJP-RD Metadata Schema:  

- Based on DCAT; attempts to follow the European DCAT-AP
- Published by all sites via semi-automated process using Excel spreadsheets



EJP-RD Metadata Publication Platform:  FDP

● Open-source, currently distributed via Docker images
● Installs in seconds
● Publishes DCAT metadata for human exploration
● Publishes DCAT metadata for agent-based exploration
● Provides easy-to-use DCAT editing tools via Web pages
● Automatically registers the new FDP in a central index

Step 1 - Focus on Metadata



Result: a federated network of FDPs 
representing all biobanks and patient registries

Step 1 - Focus on Metadata

FAIR Data 
Point Index



Result: a federated network of FDPs 
representing all biobanks and patient registries

It is now possible for a computational agent to automatically and in-parallel 
explore the metadata of all participants to discover which ones potentially contain 

data of interest to a rare disease researcher or clinician

Step 1 - Focus on Metadata



FAIR Data
Metadata Metadata Metadata!

Am I suggesting that there’s no point in making FAIR data?

No… 

but there’s little point in working on FAIR data until you get 
the discovery metadata right!  

Some data will never be made FAIR!



FAIR Data
However…

EJP-RD also created FAIR Data

via an end-user-friendly reusable 
FAIRification pipeline

This led to some amazing examples of 
data-level interoperability!



Challenge

Need to make all data-focused network partner’s (~50) resources work together

Partners have similar data (patient registry or biobank samples)

Partners have different starting formats

Generally, they are forbidden from sharing or moving their data

So the participants are going to have to do the FAIR transformation 
themselves, on-site, sometimes without even letting the FAIR experts see it!



Dr. Michel Dumontier, 
UMaastricht, 
SemanticScience 
Integrated Ontology

Step 2:  Build a shared, generic FAIR data model

Pablo Alarcón, 
Clinical and Registry 
Entries Semantic 
Model (CARE-SM)



Property Observation Value Date

Diagnosis ORPHA:98896 - 2021-02-01

Body 
Measurement

NCIT_C25208 28kg 2020-04-05

Laboratory 
Measurement

NCIT_C399 10mg/L 2020-04-05

Fully automated 
transformation and 

“publication” of FAIR data 
into their FAIR Data Point

CSV Generated by the participants (easy!)

Step 3:  Use CSV as a “lingua franca” for all partners



Does this work, in practice?

Five FAIR Data Points for partners representing NMDs



“What is the delay between symptom onset and diagnosis?”

Duchenne Parent Project (DPP) EURO-NMD (mock data)

1) The same query* sent to all participants (shared model)

2) Integrate the output

* we “cheat” a bit here, with our micro-services…



Caveat emptor!!

FAIR alone is NOT sufficient to 
achieve interoperability!



This paper compares two independent 
FAIRification efforts (C-PATH and CARE-SM) 

over identical data items



The C-PATH Semantic Model for 
Biological Sex



The CARE-SM Semantic Model for 
Biological Sex



Comparison of the “FAIR” Models



Comparison of the “FAIR” Models

Our “patient” class is waaaay 
higher up in the model



Comparison of the “FAIR” Models

We  both have attributes that 
are “female”



Comparison of the “FAIR” Models

In their model, they use “F” 
where we use “Female”

…but… 



Comparison of the “FAIR” Models

We don’t put any utility in the 
string “Female” anyway

We use the NCIT Ontology 
term for “Female”



Comparison of the “FAIR” Models

How do you approach 
integrating these two very 
different models?



Comparison of the “FAIR” Models

In this experiment, both participants 
CHANGED our data, to “anchor” our 
shared concepts in a third-party 
biomedical vocabulary (BioLink)



Did that work?

Summary:  

We were both making semantic models of the same data type(s)

We used different vocabularies, and different models, but both 
would be reasonably considered “FAIR”

We mutually set “anchor” points throughout our data such that an 
agent/query could find the “semantic intersection-points” between 
the graphs (i.e. we gave the agent a bit of an advantage)



The Federated Query
(this is a query for Leukocyte count, not sex)

PREFIX ncit: <http://purl.obolibrary.org/obo/> 
PREFIX obo: <http://purl.obolibrary.org/obo/>
PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 
PREFIX sio: <http://semanticscience.org/resource/> 
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 
PREFIX biolink: <https://w3id.org/biolink/vocab/> 
PREFIX bl: <https://w3id.org/biolink/> 
 
SELECT DISTINCT ?test ?value ?unit WHERE {
{SERVICE <http://fairdata.systems:8890/sparql>{
  {SELECT ?test ?value where {
     GRAPH <http://w3id.org/FAIR_Training_LDP/DAV/home/LDP/cpath/cpath_full> {
                ?test a biolink:Procedure, ncit:NCIT_C51948 .
                ?test ?has_output ?output .
                ?output a biolink:InformationContentEntity .
?output bl:has_attribute ?att .
?att bl:has_quantitative_value|bl:has_qualitative_value ?valnode .
?valnode bl:has_numeric_value ?value
    }
   }
  }
 }
}
UNION 
{SERVICE <http://fairdata.systems:8890/sparql>{
  {SELECT ?test ?value ?unit where {
       GRAPH 
<http://w3id.org/FAIR_Training_LDP/DAV/home/LDP/cpath/cbgp_leuk> {
                ?test a biolink:Procedure, ncit:NCIT_C51948 .
                ?test ?has_output ?output .
                ?output a biolink:InformationContentEntity .
?output sio:SIO_000300 ?value .
?output sio:SIO_000221 ?unitnode .
                ?unitnode rdfs:label ?unit
     }
    }
   }
  }
 }
}



The Federated Query (relevant bits)

                ?test a biolink:Procedure, ncit:NCIT_C51948 .
                ?test ?has_output ?output .
                ?output a biolink:InformationContentEntity .

?output bl:has_attribute ?att .
?att bl:has_quantitative_value|bl:has_qualitative_value ?valnode .
?valnode bl:has_numeric_value ?value

—-------------------------------------------------------------------------------------------------

                ?test a biolink:Procedure, ncit:NCIT_C51948 .
                ?test ?has_output ?output .
                ?output a biolink:InformationContentEntity .

?output sio:SIO_000300 ?value .
?output sio:SIO_000221 ?unitnode .
?unitnode rdfs:label ?unit



The Federated Query (relevant bits)

                ?test a biolink:Procedure, ncit:NCIT_C51948 .
                ?test ?has_output ?output .
                ?output a biolink:InformationContentEntity .

?output bl:has_attribute ?att .
?att bl:has_quantitative_value|bl:has_qualitative_value ?valnode .
?valnode bl:has_numeric_value ?value

—-------------------------------------------------------------------------------------------------

                ?test a biolink:Procedure, ncit:NCIT_C51948 .
                ?test ?has_output ?output .
                ?output a biolink:InformationContentEntity .

?output sio:SIO_000300 ?value .
?output sio:SIO_000221 ?unitnode .
?unitnode rdfs:label ?unit

Anchor Points 
used to set the 
“frame” of the 
query over the 
two models



The Federated Query (relevant bits)

                ?test a biolink:Procedure, ncit:NCIT_C51948 .
                ?test ?has_output ?output .
                ?output a biolink:InformationContentEntity .

?output bl:has_attribute ?att .
?att bl:has_quantitative_value|bl:has_qualitative_value ?valnode .
?valnode bl:has_numeric_value ?value

—-------------------------------------------------------------------------------------------------

                ?test a biolink:Procedure, ncit:NCIT_C51948 .
                ?test ?has_output ?output .
                ?output a biolink:InformationContentEntity .

?output sio:SIO_000300 ?value .
?output sio:SIO_000221 ?unitnode .
?unitnode rdfs:label ?unit

The remainder of 
the query was, 
nevertheless, 
distinct



The Federated Query (relevant bits)

                ?test a biolink:Procedure, ncit:NCIT_C51948 .
                ?test ?has_output ?output .
                ?output a biolink:InformationContentEntity .

?output bl:has_attribute ?att .
?att bl:has_quantitative_value|bl:has_qualitative_value ?valnode .
?valnode bl:has_numeric_value ?value

—-------------------------------------------------------------------------------------------------

                ?test a biolink:Procedure, ncit:NCIT_C51948 .
                ?test ?has_output ?output .
                ?output a biolink:InformationContentEntity .

?output sio:SIO_000300 ?value .        # SIO_000300 →  “has value”
?output sio:SIO_000221 ?unitnode .
?unitnode rdfs:label ?unit

One team had the 
measurement 
modeled as an 
attribute of the 
output of the 
procedure

The other team 
modeled the 
measurement as 
the value of the 
output



The Federated Query (relevant bits)

                ?test a biolink:Procedure, ncit:NCIT_C51948 .
                ?test ?has_output ?output .
                ?output a biolink:InformationContentEntity .

?output bl:has_attribute ?att .
?att bl:has_quantitative_value|bl:has_qualitative_value ?valnode .
?valnode bl:has_numeric_value ?value

—-------------------------------------------------------------------------------------------------

                ?test a biolink:Procedure, ncit:NCIT_C51948 .
                ?test ?has_output ?output .
                ?output a biolink:InformationContentEntity .

?output sio:SIO_000300 ?value .
?output sio:SIO_000221 ?unitnode .
?unitnode rdfs:label ?unit

And things like 
measurement units 
did not exist in one 
of the models



We tried!

We tried many ways of solving the problem:

Pre-configured blocks of query fragments that could be dynamically assembled

Query clauses that were “OPTIONAL” between one model and another

Additional semantic anchors

(abortive) attempt to bring an ontological mapping service into the 
query as a third participant



This paper compares two independent 
FAIRification efforts (C-PATH and CARE-SM) 

over identical data items

Interoperability was almost zero!



This paper compares two independent 
FAIRification efforts (C-PATH and CARE-SM) 

over identical data items

And this was even after we cheated by manually 
modifying the starting data by adding “anchors”!



A shared data model is 
required for data-level reusability*

* Note Principle R1.3

Duchenne Parent Project (DPP) EURO-NMD (mock data)



Latest Initiative

Duplicate and expand the Rare Disease success 
story in the domain of Seed (Germplasm) Banking



FLAIR-GG
FAIRification, Linking And Integrated Reuse of 
Global ex situ plant Germplasm resources

Dr. Santiago Moreno Vázquez
Dr. Mark D. Wilkinson
Oussama Mohammed Benhamed, PhD Candidate
Alberto Cámara Ballesteros, PhD Candidate

TED2021-130788B-I00
Santiago Moreno-Vázquez
Universidad Politécnica de Madrid
- Biodiversidad y conservación de recursos fitogenéticos
- Professor BIOTECNOLOGÍA - BIOLOGÍA VEGETAL
- Lead of the Banco de Germoplasma Vegetal de la UPM 
“César Gómez Campo”



One of the most complete collections of wild crucifers in the world (1,027 taxa 
with 4,863 accessions); Seeds of Iberian and Macaronesian endemic species; 

currently preserves 24% of the threatened flora in Spain

El Banco de Germoplasma 
Vegetal UPM 

“César Gómez-Campo”



FLAIR-GG Objectives

Replicate EJP-RDs success with 
BGV as our first target

…then expand!



FLAIR-GG Status

FAIR Data Point:

● Customized to the Germplasm case

● Automated installer available

● Excel metadata capture templates

● We offer to host the FDP for any new 
network partner to reduce cost-of-entry



FLAIR-GG Status

Models and Templates

● Shared data models have been created

● CSV Templates are completed

● Transformation pipeline tests confirm success

● FLAIR-GG infrastructure can be replicated by 
any partner within minutes.



FLAIR-GG Status

FAIR Data Point Federated Partner Index:

● So far, only 4 of us

● Several other national and international 
germplasm bank partners identified who 
should be onboard within a few weeks



Advances over EJP-RD

The FLAIR-GG Virtual Platform

The FLAIR-GG FDP Proxy



FLAIR-GG “Virtual Platform” 
(VP)

● Entrypoint for federated exploration of the 
partner network

● Drives traffic to partner websites

● One-click launching of question-specific 
analytics environments such as 
map-integration (possible because of FAIR 
annotations of data services)



Screenshots of the FLAIR-GG Virtual Platform
Running over the EJP-RD FAIR Network

We do not yet have enough participants with data services for 
me to show you a demo of the VP doing federated analytics over 

FAIR Data

FLAIR-GG VP utilizes the same standard (DCAT) that is used by 
the Rare Disease network

therefore I will point my VP to look at that network 
to do this demonstration



*  this is DCAT DataService record metadata

*



The DCAT metadata of all 
network participants was 
examined to discover those 
who offered the “Phenotype 
Frequency” Web Service

Click to execute…



The raw output from executing the 
service at each partner site

(note that the services are privacy-preserving… 
another topic for another day!)



Nota Bene!   We are also maintaining 
provenance information in this federated 
analytics environment!!



What’s this?







Pre-configured JupyterLite 
Notebook



Correct notebook selected based 
on this metadata element from the 
participant’s DCAT record



Copy/paste your key here







FLAIR-GG Next Steps

Begin constructing shared queries to help 
build data-driven conservation strategies



FLAIR-GG Next Steps
Dynamic integration of partner seedbank collection records with GBIF species observations

Conservation Strategy - Breadth:

“What geographic locations have 
not been sampled by any collection 
expeditions from our network 
partners?”



FLAIR-GG Next Steps
Environment drives intra-species diversity - add resources such as AEMET (Spanish Meteorological 
Agency), IGME (Geological and Mining Institute), CNIG (Spanish Geographical Agency) to capture 

environmental information associated to territories where the species lives.

Conservation Strategy - Depth:
 
“Are there occurrence locations of 
species X that are within soil types 
or microclimates for which we lack 
samples in our germplasm banks?”



Which leads me to the final advance

Bringing third-party data (e.g. from the 
government) into the VP via a “Proxy”



FLAIR-GG FDP Proxy

“Vanilla”
DCAT 

Record

FDP Proxy

FDP 
Compliant

DCAT 
Record



FLAIR-GG “Virtual Platform” 
(VP)

“Proxy” the government data 
into the VP



FLAIR-GG “Virtual Platform” 
(VP)



FLAIR-GG “Virtual Platform” 
(VP)

Federated Search over Germplasm 
and Government Data



FLAIR-GG “Virtual Platform” 
(VP)

Federated Analytics over Germplasm and 
Government Data (coming soon!)



Take Home Messages

Repeated examples of “interoperability” @ both metadata and data layers shows
FAIR is necessary, but not sufficient! 

FAIR is metadata first!   Almost all useful behavior derived from rich metadata

FAIRness is measurable, but we need global governance of testing 
before anyone can trust FAIR quality assessment;

we are almost never able to measure the FAIRness of data

Technologies/strategies allow FAIR experts to assist domain-expert data owners 
in creating FAIR (meta)data themselves

Within a defined community, a high degree of interoperability can be achieved 
through harmonization of semantics and models 

(which, of course, is unsurprising!)
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